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= Why Bother?

= Elements

= Element Properties
= Rules
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Why Bother? Wz
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AND THIS IS
JIM, OLIR NEW
DEVELOPER

GREAT!
DOES HE
ALREADY KNOW
SOMETHING
ABOUT OLR
SYSTEM?

= Diagrams as communication tool

= Understandable to most readers

I READ THE WHOLE
DOCUMENTATION
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iBarkd.com (2024) Available at: https://www.pinterest.com/pin/206602701626388023/



On Documenting ML Models W/
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class NeuralNetwork(nn.Module):
def __init__ (self):

super().__init__ ()

self.flatten = nn.Flatten()

self.linear_relu_stack = nn.Sequential(
nn.Linear(28*28, 512),
nn.ReLU(),
nn.Linear(512, 512),
nn.ReLU(),
nn.Linear(512, 10)

)

def forward(self, x):
x = self.flatten(x)
logits = self.linear_relu_stack(x)
return logits

model = NeuralNetwork().to(device)
print(model)

PyTorch, (2024) The Linux Foundation. Available at:
https://pytorch.org/tutorials/beginner/basics/quickstart_tutorial.html




Elements

Core Elements

Base Element for
every ML Model in

Processing:
Description
Element displaying data
related tasks (e.g., Data

ML Training

Specified
processing task

( ML Inference \;

\\_—d_f/

Specified processing
task tindicating that

a system Cleaning, Data indicating the conclusions are drawn
Visualization, ...) subsequent moda! from the result
is trained provided
System
Container
Used to display Directs the
an ML system, or
one component of workflow of the
an ML system ML system
Annotation Elements
List
Note .- ! Iltem 1
o Item 2

Allows to attach
notes to other
elements

Links a note to an Allows to-attach

element any
enumeration/list

Signals that elements not
belonging to the workflow are
attached to the source
element

van Bekkum, M., de Boer, M., van Harmelen, F., Meyer-Vitali, A., & Teije, A. T. (2021). Modular design patterns for hybrid
learning and reasoning systems: a taxonomy, patterns and use cases. Applied Intelligence, 51(9), 6528-6546.
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Element Properties

Open default properties

Style Text Arrange
Fill Ao v [#
O Gradient
Line =
v 1pts
Perimeter Opts
Opacity 100 % =
(J Rounded (D Sketch
(J Glass (O Shadow
Edit v
Copy Style
Set as Default Style
)
O imosana 4 . » Property Value
L ] Data ([ ]

Select default properties

O S - @
@ teaural Network 1 ®
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Parameter

hidden layer: 1

hidden units: 50

activation function: ReLu

(V]

Allow Arrows
Snap to Point
Perimeter
Fixed Dash
Container
Drop Target
Collapsible
Resize Children
Expand
Editable

Edit Dialog

Background Outl...

Movable
Movable Label
Autosize
Fixed Width
Resizable
Resize Width
Resize Height
Rotatable
Cloneable
Deletable
* Tree Folding
Tree Moving
Enumerate

Comic

van Bekkum, M., de Boer, M., van Harmelen, F., Meyer-Vitali, A., & Teije, A. T. (2021). Modular design patterns
learning and reasoning systems: a taxonomy, patterns and use cases. Applied Intelligence, 51(9), 6528-6546.
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Assign custom properties
Delete
Cut

Copy

Copy as Image

Duplicate
o ®-
® Data Lock/Unlock
o @

Set as Default Style

To Front
To Back
Bring Forward

Send Backward

Edit Style...

‘ Edit Data...

Edit Link...

Edit Connection Points...
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1 . Leg e n d 1 Core Elements

Annotation Elements

2. At |least one system

= (System) Example - Classification Network 1

3. At least one workflow

2. & 3.l Data @—» Data

4. “element” property assigned

5. Newly introduced elements have to be =
added to the legend 4,

element: data
sensitive: False
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Attaching Further Details W/
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= Own connector to distinguish AR Unfolded

+/ -
= Relevant for interactive diagrams Q’e”’a' Netw°fk> < Neural Network 1 >

& code in the background

Y

Parameter

hidden layer: 1

hidden units: 50

activation function: RelLu
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Known Limitations “U
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= Flexibility vs. Robustness
= Room for ambiguity despite legend

= Annotating large quantities of details (e.qg., Properties)
= Input Restrictions for elements
= Introducing semantic rules

11




Future Work “U
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= For Draw.io

= Different Layers
= Intern Links

= Autonomous code extraction
= Diagram generation via code + stored building elements

= Introducing more granular syntactic & semantic rules, which do not take
away too much flexibility
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